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Executive Summary

Enterprises today increasingly turn to array-based snapshots to augment or replace legacy data
protection solutions that have been overwhelmed by exponential data growth. Management and
automation are an integral part of being able effectively leverage this technology. Efficient and integrated
use of array-based snapshots are key requirements to protecting virtualized applications.

Pure Storage FlashArray snapshots are an intrinsic part of the way the Purity Operating Environment
reduces complexity and maintains efficiency. FlashArray snapshots delivers superior space efficiency,
high scalability, and simplicity of management. FlashArray snapshots are always thin provisioned with no
dedicated space allocated upon creation. As new or changed data is written to the source volume, new
capacity is assigned to the newly-written or overwritten blocks while unchanged blocks are shared
between snapshots and volumes. Additionally, the Purity Operating Environment data structures allow
snapshots to preserve the granular data reduction efficiencies of volumes through global deduplication
and compression, thus volume snapshots require minimal physical capacity on flash drives. Since
FlashArray snapshots are entirely metadata constructs, they can be created from a volume in a matter of
milliseconds regardless to the size or written capacity of the source volume.

Commvault adds orchestration and functional value on top of the Pure Storage FlashRecover Snapshot
technology with the IntelliSnap™ technology snapshot management feature set. IntelliSnap technology
streamlines and simplifies snapshot management by centralizing snapshot management across one or
many storage arrays; automating object, application and database recovery; and linking snapshots to
backup processes. The tight coupling of managed snapshots along side of data protection and recovery
operations enables Commvault software to provide a complete view into data across applications,
devices, operating systems and locations, cutting administrative overhead and improving access,
availability and IT efficiency.

Goals and Objectives

This paper provides an overview of the IntelliSnap technology’s technical capabilities in a Microsoft SQL
Server environment. Initial configuration of the FlashArray object in Commvault and a walkthrough of
various recovery option use cases and their workflows.

In-depth instructions on the configuration, setup and use of the Commvault IntelliSnap technology is
beyond the scope of this paper. For additional details, please refer to Commvault documentation. Backup
and recovery performance testing is out of scope this this document.

Audience

This paper is written for database administrators, storage or backup administrators interested in
Commvault IntelliSnap technology integration with the Pure Storage FlashArray snapshot technology.
Familiarity with Microsoft SQL Server, Pure Storage and Commvault is recommended.
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Pure Storage Overview

Who knew that moving to all-flash storage could help reduce the cost of IT? FlashArray//m makes server
and workload investments more productive, while also lowering storage spend. With FlashArray//m,
organizations can dramatically reduce the complexity of storage
to make IT more agile and efficient, accelerating your journey to
the cloud.

FlashArray//m’s performance can also make your business
smarter by unleashing the power of real-time analytics, driving
customer loyalty, and creating new, innovative customer
experiences that simply weren’t possible with disk. All by
Transforming Your Storage with FlashArray//m.

FlashArray//m enables you to transform your data center, cloud,
or entire business with an affordable all-flash array capable of consolidating and accelerating all your key
applications.

Mini Size—Reduce power, space and complexity by 90%
¢ 3U base chassis with 15-120+ TBs usable
e ™kW of power
* 6 cables
Mighty Performance—Transform your datacenter, cloud, or entire business
* Upto 300,000 32K IOPS
e Up to 9 GB/s bandwidth
* <Ims average latency
Modular Scale—Scale FlashArray//m inside and outside of the chassis for generations
* Expandable to ™2 PB usable via expansion shelves
¢ Upgrade controllers and drives to expand performance and/or capacity
Meaningful Simplicity—Appliance-like deployment with worry-free operations
* Plug-and-go deployment that takes minutes, not days

* Non-disruptive upgrades and hot-swap everything

* Less parts = more reliability

o PURESTORAGE




The FlashArray//m expands upon the FlashArray’s modular, stateless architecture, designed to enable
expandability and upgradability for generations. The FlashArray//m leverages a chassis-based design with
customizable modules, enabling both capacity and performance to be independently improved over time
with advances in compute and flash, to meet your business’ needs today and tomorrow.

The Pure Storage FlashArray is ideal for:

Accelerating Databases and Applications—Speed transactions by 10x with consistent low latency, enable
online data analytics across wide datasets, and mix production, analytics, dev/test, and backup workloads
without fear.

Virtualizing and Consolidating Workloads—Easily accommodate the most |O-hungry Tier 1 workloads,
increase consolidation rates (thereby reducing servers), simplify VI administration, and accelerate
common administrative tasks.

Delivering the Ultimate Virtual Desktop Experience—Support demanding users with better performance
than physical desktops, scale without disruption from pilot to >1000’s of users, and experience all-flash
performance for under $100/desktop.

Protecting and Recovering Vital Data Assets—Provide an always-on protection for business-critical data,
maintain performance even under failure conditions, and recover instantly with FlashRecover.

Pure Storage FlashArray sets the benchmark for all-flash enterprise storage arrays. It delivers:

Consistent Performance—FlashArray delivers consistent <Ims average latency. Performance is optimized
for the real-world applications workloads that are dominated by I/O sizes of 32K or larger vs. 4K/8K hero
performance benchmarks. Full performance is maintained even under failures/updates.

Less Cost than Disk—Inline de-duplication and compression deliver 5 — 10x space savings across a broad
set of I/0O workloads including Databases, Virtual Machines and Virtual Desktop Infrastructure.

Mission-Critical Resiliency—FlashArray delivers >99.999% proven availability, as measured across the
Pure Storage installed base and does so with non-disruptive everything without performance impact.

Disaster Recovery Built-In—FlashArray offers native, fully-integrated, data reduction-optimized backup
and disaster recovery at no additional cost. Setup disaster recovery with policy-based automation within
minutes. And, recover instantly from local, space-efficient snapshots or remote replicas.

Simplicity Built-In—FlashArray offers game-changing management simplicity that makes storage
installation, configuration, provisioning and migration a snap. No more managing performance, RAID, tiers
or caching. Achieve optimal application performance without any tuning at any layer. Manage the
FlashArray the way you like it: Web-based GUI, CLI, VMware vCenter, REST API, Windows PowerShell,
Python or OpenStack.
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//m70
Up to 400 TBs in 11U
300,000 32K IOPS

//m50
Up to 250 TBs in 7U
//m20 220,000 32K IOPS

15-120 TBs in 3U
150,000 32K IOPS

(-
o I I
u__4a
FlashArray//m Specifications
//m20 //m50 //m70
Capacity « Up to 120+ TBs effective capacity* - Up to 250+ TBs effective capacity* - Up to 400+ TBs effective capacity*
+ 5 — 40TBs raw capacity + 30 — 88TBs raw capacity (w/shelves) + 44 —136TBs raw capacity
(base chassis) (w/shelves)
Performance - Up to 150,000 32K IOPS** - Up to 220,000 32KIOPS** « Up to 300,000 32K IOPS**
« <Ims average latency - <Ims average latency - <Ims average latency
- Up to 5 GB/s bandwidth « Up to 7 GB/s bandwidth - Up to 9 GB/s bandwidth
Connectivity - 8 Gb/s Fibre Channel - 16 Gb/s Fibre Channel - 16 Gb/s Fibre Channel
+10 Gb/s EthernetiSCSI «10 Gb/s EthernetiSCSI «10 Gb/s EthernetiSCSI
- Management and Replication ports - Management and Replication ports - Management and Replication ports
Physical -3U .3U-7U .5U 11U
« 742 Watts (nominal draw) «1007 - 1447 Watts (nominal draw) « 1439 — 2099 Watts (nominal draw)
« 110 Ibs. (49.9 kg) fully loaded « 110 Ibs. (49.9 kg) fully loaded + 44 « 110 Ibs. (49.9 kg) fully loaded + 44
+5.127x18.94” x 29.72” Ibs. per expansion shelf Ibs. per expansion shelf
FlashArray//m chassis +5.12” x18.94” x 29.72” +5.12” x18.94” x 29.72”
FlashArray//m chassis FlashArray//m chassis

* Effective capacity assumes HA, RAID, and metadata overhead, GB-to-GiB conversion, and includes the benefit of data
reduction with always-on inline deduplication,compression, and pattern removal. Average data reduction is calculated at 5-to-1,
below the global average of the FlashArray user base.

** Why does Pure Storage quote 32K, not 4K IOPS? The industry commonly markets 4K IOPS, but real-world environments are dominated by
10 sizes of 32K or larger.FlashArray//m adapts automatically to 512B-32KB IO for superior performance, scalability, and data reduction.

Table 1. Pure Storage FlashArray//m Series.

Purity Operating Environment

Purity implements advanced data reduction, storage management and flash management features, and
all features of Purity are included in the base cost of the FlashArray//m.

Storage Software Built for Flash—The FlashCare technology virtualizes the entire pool of flash within the
FlashArray, and allows Purity to both extend the life and ensure the maximum performance of consumer-
grade MLC flash.
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Granular and Adaptive—Purity Core is based upon a 512-byte variable block size metadata layer. This
fine-grain metadata enables all of Purity’s data and flash management services to operate at the highest
efficiency.

Best Data Reduction Available—FlashReduce implements five forms of inline and post-process data
reduction to offer the most complete data reduction in the industry. Data reduction operates at a 512-byte
aligned variable block size, to enable effective reduction across a wide range of mixed workloads without
tuning.

Highly Available and Resilient—FlashProtect implements high availability, dual-parity RAID-3D, non-
disruptive upgrades, and encryption, all of which are designed to deliver full performance to the
FlashArray during any failure or maintenance event.

Backup and Disaster Recovery Built-In—FlashRecover combines space-saving snapshots, replication, and
protection policies into an end-to-end data protection and recovery solution that protects data against
loss locally and globally. All FlashProtect services are fully-integrated in the FlashArray and leverage the
native data reduction capabilities.

Purel Ct})

Pure1l Manage—By combining local web-based management with cloud-based monitoring, Pure1 Manage
allows you to manage your FlashArray wherever you are — with just a web browser.

Purel Connect—A rich set of APIs, plugin-is, application connectors, and automation toolkits enable you to
connect FlashArray//m to all your data center and cloud monitoring, management, and orchestration
tools.

Purel1 Support—FlashArray//m is constantly cloud- connected, enabling Pure Storage to deliver the most
proactive support experience possible. Highly trained staff combined with big data analytics help resolve
problems before they start.

Purel Collaborate—Extend your development and support experience online, leveraging the Pure1
Collaborate community to get peer-based support, and to share tips, tricks, and scripts.

Experience Evergreen Storage

Tired of the 3-5 year array replacement merry-go-round? The move to FlashArray//m can be
your last data migration. Purchase and deploy storage once and once only — then expand
o capacity and performance incrementally in conjunction with your business needs and without
downtime. Pure Storage’s vision for Evergreen Storage is delivered by a combination of the
FlashArray’s stateless, modular architecture and the ForeverFlash business model, enabling
you to extend the lifecycle of storage from 3-5 years to a decade or more.

© Pure Storage 2015 |9
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Commvault® IntelliSnap™ Technology Overview

Commvault IntelliSnap technology integrates with native storage array snapshot engines to provide
consistent point-in-time recovery copies for large data sets and enterprise applications. IntelliSnap
technology quiesces applications or file systems, triggers the storage array-based snapshot, and returns
the system to a fully operational state within seconds. By incorporating and linking snapshots with backup
and archive operations, software makes more online and offline copies available for recovery while
reducing data protection’s impact on production systems. IntelliSnap technology harnesses the power of
array-based snapshots to accelerate backup and recovery.

b @ oL & @

ANALYZE DISCOVER SEARCH ACCESS RECOVER RETAIN

IntelliSnap technology integrates with array-specific APIs in order to execute snapshot management
functions. These functions include configure, create, retire, mount, mine, dismount, monitor, retain, revert
and restore — and are managed and executed in the same way regardless of hardware platform. Thus,
IntelliSnap technology can consolidate and standardize snapshot management and snapshot-based
recovery across nearly all leading storage platforms.

IntelliSnap technology enables a modernized approach to data protection by merging storage system
hardware snapshots directly into the data protection process. IntelliSnap technology integrates tightly
with both host applications and with the system software specific to each hardware array. As the central
orchestration point between the two, the IntelliSnap software drives snapshot creation, indexes the
contents and can then push application-consistent and deduplicated backup, archive or DR copies to
secondary storage, tape or cloud. IntelliSnap technology normalizes snapshot operations so they look the
same and operate the same way regardless of application or storage platform. For longer-term retention
copies, Commvault software offloads deduplication, backup and encryption to a separate (proxy) host to
minimize impact to production systems. By automatically integrating application intelligence with
hardware snapshots, Commvault software is able to reach through the application and file systems into
the storage array, discover volume/disk configurations for the snapshot operations, and coordinate these
operations with proper application awareness and log management, minimizing administrative
configuration and eliminating any scripting requirements.

The Commvault snapshot menu enables granular retention options, such as hourly snapshots retained for
a day or daily snapshots retained for a week. The snapshot menu is also enabled with an option to retain
a set number of snapshots, which can help eliminate the days/cycles conversation with storage and
application administrators. These indexing and retention changes help align storage snapshot retention
with standard data protection operations, and are available for all applications and storage platforms.
Smart use of IntelliSnap technology to manage native snapshots should ensure the creation of more
recovery points for fast recovery without adding complexity.

© Pure Storage 2015 [10
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Commvault Data Protection Overview

The Commvault Data Platform is an enterprise level, integrated data and information management
solution, built from the ground up on a single platform and unified code base. All functions share the
same back-end technologies to deliver the unparalleled advantages and benefits of a truly holistic
approach to protecting, managing, and accessing data. The software platform contains modules to
protect and archive, analyze, replicate, and search your data, which all share a common set of back-end
services and advanced capabilities, seamlessly interacting with one another. The Commvault software
platform addresses all aspects of data management in the enterprise, while providing infinite scalability
and unprecedented control of data and information.

Data and Information Access Alerting, Reporting and Analytics

k\ﬁ/“‘

E Alerts about events that require attention, reports
|

Files, Email messages, and documents can be located and
recovered or retrieved seamlessly from mobile devices,
web pages and native application tools.

with detailed information about operations, and
\ detailed analytics of your data provide a complete
assessment of the CommCell.

Indexing
Storage Common Administration
1 - Q Technology o
Protected data can be stored on disk, tape, All administrative tasks are

and cloud storage locations. Advanced
features such as deduplication to disk and
tape, job and object retention, and
independent multiple copy management
can be used to meet all DR and compliance
requirements,

centrally managed through
a single administrative
interface. Tasks can also be
performed from mobile
devices and web pages.

Data Protection
Data protection methods including
backup, archiving, snapshots and
replication is supported on all major
operating systems and applications.

D ) 08 it = 58

Figure 1. Commvault software.

Commyvault IntelliSnap Technology and Microsoft SQL Server

Commvault IntelliSnap Technology integrates with native storage array snapshot engines to provide
consistent point-in-time recovery copies for large data sets and enterprise applications. IntelliSnap
technology quiesces applications or systems, triggers the storage array-based snapshot, and returns the
system to a fully operational state within minutes. By incorporating and linking snapshots with backup and
archive operations, software makes more online and offline copies available for recovery while reducing
data protection’s impact on production systems. IntelliSnap technology harnesses the power of array-
based snapshots to accelerate backup and recovery.

IntelliSnap software integration with SQL Server allows you to protect large databases (even those in the
extreme TB size range) within a few minutes. The SQL software agent provides consistent backups by

o PURESTORAGE
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quiescing the database for a few seconds while taking the snap. Multiple point-in-time snapshots enable
you to recover the database to any specific point in time.

Rapid recovery is available using an application-aware revert operation. By keeping the recovery within
the storage array there is no need to transfer blocks over the network and through a backup server. This
provides far faster restores. In addition, many revert operations are delta-block based, meaning only the
changed blocks need to be restored to return a volume to a previous state.

IntelliSnap technology takes advantage of SQL Server capabilities and provides advanced features, such
as taking snapshots simultaneously on multiple databases; opening or mounting database snapshots on
other clients without actual restore; and performing restore operations from snapshots.

System Requirements

The following are required in order to use Commvault IntelliSnap technology with the Pure Storage
FlashArray:

* FlashArray 400 series or FlashArray//m

¢ Purity v4.1.1 (or higher)

e REST API: v1.4 (found in Purity v4.x and higher)
* Fibre Channel or iSCSI Protocol

°* Commvault software version 10 service pack 12 or later with Commvault IntelliSnap software
license

Pre-Requisites

The following requirements need to be completed before walking through the configuration steps and
use cases presented in this document.

1. Pure Storage Volume — A single volume needs to be connected and ready to the Commvault
IntelliSnap virtual host. Figure 2 illustrates a volume named E:\Commvault Library which is connected
to the Commvault virtual machine instance.

© Pure Storage 2015 |12
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Drive Tools

Computer View Manage

T |y ThispC v & | [ search This PC

¢ Favorites b Folders (6) Commvault Library (E:)

4 Devices and drives (4) Local Disk

1™ This PC
; Desktop é Floppy Disk Drive (A)
| Documents —

8 Downloads am Local Disk (C:) w
I @4

W Music a
82.3 GB free of 124 GB

& Pictures Space used: |

B Videos . _ Space free: 995 GB
iy Local Disk (C2) & DVD Drive (D) Total size 0.9 TB

File system: NTFS

ca Commvault Library (E:)

Commvault Library (E:)
|
€l Network 995 GB free of 0.99TB

10items  1item selected

Figure 2. Pure Storage volume used for the Disk Library.

2. Microsoft SQL Server — A version of SQL Server needs to be installed and running with a sample
database to be used in the various use cases discussed in this document. This paper uses Microsoft
SQL Server 2014 SP1.

3. Commuvault IntelliSnap Technology — The software related to Commvault IntelliSnap Technology
should be setup and configured before proceeding. This includes the iDataAgent for SQL Server has
been deployed to the Microsoft SQL Server instance. Please refer to the References section for more
details.

FlashArray Configuration for Commvault

The Pure Storage FlashArray includes everything required to perform IntelliSnap software operations—
there is no special licensing, configuration or management appliance needed. A minimal amount of
configuration is required inside of Commvault to add and authorize a FlashArray. The following section
describes how to register and configure a FlashArray object into the IntelliSnap software.

Please note that this is a one-time per-array configuration that will enable the use of the Pure Storage
FlashArray within the Commvault environment.

FlashArray Credentials Setup

To manage a Pure Storage FlashArray from Commvault the credentials must have “storage admin”
privileges or higher. The default Pure Storage FlashArray account, “pureuser”, has these privileges and
can be used for testing. It is highly recommended to use a specific account for production management.

© Pure Storage 2015 (13
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For this configuration Pure Storage Directory Service integration is being used with an Active Directory
account named “Commvault Administrator”. Figure 3 illustrates the Active Directory configuration for the
different security groups for inegration with the Pure Storage FlashArray.

= Active Directory Users and Computers
File Action View Help

e 2E 0/ XEC B BeaTds

PN

] Active Directory Users and Computers [MAGN
b | Saved Queries
4 3 csglab.purestorage.com

b (| Builtin

p 1 Computers

Name

Q Pure_Storage_Admins
% Pure_Storage_Readers
% Pure_Storage_Users

Type

Security Group - Global
Security Group - Global
Security Group - Global

Description

b (21 Domain Controllers

b (| ForeignSecurityPrincipals

p (1 Managed Service Accounts

b @1 Microsoft Exchange Security Groups
5] SAN_Managers
] Users

| General | Members | Member Of | Managed By |

Members:

Name
& Commvautt Administrator

Active Directory Domain Services Folder
csglab purestorage.com/Users

Figure 3. Active Directory Users.

Once you have determined the credentials to be used for confguration log into the Pure Storage
FlashArray Web Management interface.

After logging into the FlashArray Web Management interface an APl Token can be created for the
Commvault administrator as illustrated in Figure 4.

1. Click System tab
2. Click Me under Users
3. Click the £~

(gear icon)

4. Click Create API Token

o PURESTORAGE
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DASHBOARD STORAGE PROTECTION ANALYSIS SYSTEM MESSAGES

System Health M| Me

Configuration USERNAME 3 PUBLIC KEY

commvault-admin £~

Set Password
Host Connections Update Public Key

Connected Arrays

Remove Public Key

" Create APl Token

Show API Token

Local Users

Public Keys

API Tokens

Plugins

Figure 4. Creating API Token for the logged in user to the FlashArray.

Now an API Token has been created for the Commvault administrator account we need to retrieve the
token to be used in the Commvault Array Management setup. Retrieving the APl Token requires the same
steps involved in creation of the token.

1. Click System tab

2. Click Me under Users

3. Click the Qv (gearicon)

4. Click Show API Token

5. Highlight the token and copy (CTRL+C)

115
o PURESTORAGE



6 PURESTORAGE

DASHBOARD STORAGE PROTECTION ANALYSIS SYSTEM

System Health | Me

MESSAGES

PUBLIC KEY

Configuration USERNAME

Set Password
Update Public Key
Remove Public Key
Recreate API Token
Remove API Token

Show API Token

Connected Arrays

Host Connections

Local Users
Public Keys
API Tokens

Plugi

Figure 6. Copy the API Token.

Creating and retrieving API Tokens is also possible with Windows PowerShell and the Pure
Storage PowerShell SDK. See Appendix A for more details.
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Commyvault IntelliSnap Software Array Management Setup

Once the FlashArray has been configured with the credentials the next step is to setup the Array
Management with Commvault software.

1. Start and login to Commvault console. This does not have to be the same credentials as previously

setup with the Pure Storage FlashArray, but those same credentials can be used if desired, and if

Commvault external authentication is configured. Once Commvault is running you will be presented

the view shown in Figure 7.

Home Tools Configuration Reports View 751.Eort

o 0O N H 0O G 8 9

CommcCell Job Event Alert Scheduler Control  What's Getting
Controller  Viewer o Panel new?  Started

Storage

mvault
Po \;

STM

ANA

View
CommCell Browser B
.._. commvault
-8 Client Computer Groups
-
=

Configure Featured

M&mvamt X mlobControlet' X I M Event Viewer x

1} Getting Started

This section guides you through the process of creating and configuring the CommCell, MediaAgents, Storage Media, Policies, and Agents
essential to protect your data.

gyration Click to download software packages, updates and configure Egail and Web Server settings.

Figure 7. Commvault software.

2. Select the Storage tab to begin the Array Management setup. Follow the numbered steps to begin

adding the Pure Storage FlashArray.

commvault - v10 R2 Commcell Console ==

Library and Media

Hardvare
Drive i

Storage

tarted X | g% commvault x | [J Job Controler x | M EventViewer x | q

ﬂGe

Started

Control Host Snap Vendor Name

List Snaps

ok | [concel | [ Hep |

Figure 8. Array Management from Commvault software.
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3. After clicking Add in Step 2 select the Snap Vendor dropdown and pick PURE Storage.

LSI
Native

NetApp
Nimble Storage

" @lPURE Storage

PURE Storage

Figure 9. Selecting PURE Storage for Snap Vendor.

4. In the Name field enter either the IP Address or Fully Qualified Domain Name (FQDN) of the Pure
Storage FlashArray.

General | Snap Configuration I Security |

Credentials:

User Account Icommvault-admin

Description

Pure Storage Flashérray.

Figure 10. Enter IP Address or FQDN for the Pure Storage FlashArray.

5. Next click Change shown in Step 4 above to enter the credentials from the FlashArray Credentials
Setup section. The User Name is equivalent to the logon name from Active Directory. For example
this configuration the Commvault Adminsitrator account’s logon is commvault-admin.

The API Token from the FlashArray Credentials Setup should be used for the Password and Confirm
Password. The password in this dialog box is not the logon accounts password.

o © Pure Storage 2015 118
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The API Token can also be retrieved using Windows PowerShell and the Pure Storage
PowerShell SDK. See Appendix A, Appendix B — Retrieve API Token for more details.

User Name: |oommvault-admin |

Password: ||oooooooooooooooooc|

Confirm Password: |oooooooooooooooooc|

Figure 11. Enter storage admin and APl Token.

The Pure Storage FlashArray Users APl Tokens does not expire, but they can be deleted and re-
created by a Pure Storage FlashArray storage admin. If deleted and re-created, make sure to
update the Array Management information for the specific FlashArray.

6. Optionally, enter in a Description for the FlashArray to provide more detail on the specific system.
Now click on the Snap Configuration tab. This tab provides the user with advanced settings for the
behavior of IntelliSnap technology and FlashArray interaction. Pure Storage and Commvault
recommend leaving the default settings.

E G
Configuration

Mount Retry Interval seconds |jz|
Mot Retry Cou I

Connect to a Host Group O

Use Host if Host Group is not available [ ]

Enable Diagnostic Logging N

Figure 12. Snap Configuration default values.
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There are no changes required to be made in the Security tab.

Leave all advanced settings at the default values—these settings should only be changed on an
as-needed basis ideally at the functional level only. Please note that these settings can be
overridden for specific operations.

Commyvault IntelliSnap Storage Resources Library Setup

A Storage Resource needs to be created for storage the output of operations that are performed using
the IntelliSnap and Pure Storage integration. There are three library types that can be created. For the
Pure Storage integration, a Disk Library will be created in this section.

Steps

1. From the Commvault Administrative Interface select the Storage Resources - Libraries 2 Add >
Disk Library...

e R SN 1T -
& 4% commvault

% “ Security
E ﬁ Storage Resourc

& <& Deduplication Engines
Ok
v B Add ’

Tape Library...
Bl vaultTracker

=-| & Policies
% Monitoring Policies

Disk Library...
Cloud Storage Library...

Figure 13. Creating a Disk Library.

2. Enter a meaningful Name to describe the Disk Library then select the [ ... ] to select the Disk Device.
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Name: [Pue Storage Library 0

Mediafgent: [comnvat.t

(®) Local Path

Disk Device:

() Network Path

Connect As:

Password:

l
l
Yerify Password: [
l

Folder:

Figure 14. Add new Disk Library.

3. The commvault Media Agent will query the host for any volumes that are avaiable. Figure 15 shows
the volume that will be used for the Disk Library (E:\). For this setup create a New Folder called
Library, then click OK.

Folder  §/4/2015 7:49 PM

Figure 15. Browse for Folder and create a New Folder.

Figure 16 shows the newly created Disk Library named Pure Storage Library.
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Configure

Featured

=¥ Client Computer Groups
¥4 Laptop Clients
=4 Media Agents

2% commvault

=" Client Computers
-4 commvault

&2 Security

=] ﬁ _S}_oraoe Resources

Figure 16. New Pure Storage Disk Library.

&% commvault > @ Storage Resources > [l Libraries >

Name Status
Pure Storage Library Ready

Commyvault IntelliSnap Storage Policy Setup

IntelliSnap functionality requires a Storage Policy in order to control retention and other operations. For
the use cases presented in this document a single Storage Policy will be created to execute the various
IntelliSnap operations. Multiple client computers can utilize a single Storage Policy depending on the

configuration options.

Steps

1. From the Commvault Administrative interface expand the Policies and right-click the Storage Policies
node in the navigation treeview and click New Storage Policy to launch the wizard.

ﬁ Storage Resources
- Monitoring Policies
=7 Replication Policies

Storage Policies

7 New Storage Policy
e New Global Deduplication Policy
8v Subclient Associations

- =iE

% #5 Reports
% g Content Director
& A, WorkFlows

ecycle Policies

Figure 17. New Storage Policy Wizard.

o PURESTORAGE
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2. Select Data Protection and Archiving as this Storage Policy will be used for protecting a Microsoft
SQL Server 2014 database. Click Next.

What will this storage policy be used for?

Storage Policy Type

° (®) Data Protection and Archiving

() CommServe Disaster Recovery Backup

Cancel I [ < Back “ Next>e Finish ]

3. Entering a meaningful name for the Storage Policy, Pure Storage IntelliSnap and click Next.

Figure 18. Storage Policy Type.

Enter the storage policy nhame

Storage Policy Name: Pure Storage InteliSnap|

[ Incremental Storage Policy

Cancel | | <Back | mﬁ Finish |

Figure 19. Storage Policy Name.
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4. Select the newly created Disk Library, Pure Storage Library, from the dropdown list that was
completed in the previous section. This is the library that will be used for backup copies of the
snapshots. Click Next.

Select a default library for this primary copy

Pure Storage Library

Cancel | | <Back | M)?Finish ]

5. Select MediaAgent from the dropdown list, commvault, then click Next.

Figure 20. Default Library for Primary Copy.

Select a MediaAgent for this copy

Cancel I I < Back " M)@Fimsh }

Figure 21. Select the MediaAgent.
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6. Leave all of the default values for the streams and retention management criteria. Click Next.

Enter the streams and retention criteria for this policy
Number of Device Streams: IEH

Choose the Primary Copy's Aging Rules:
iDataAgent Backup data

[+ Infinitef 15 j Days 2 j Cycles

Data Archive/Compliance Archiver

v j Days

Cancel I I < Back " M)QFinish }

Figure 22. Streams and Retention Criteria, leave default values.

7. Deselect Yes as this setup is focused on using the IntelliSnap integration with the Pure Storage
FlashArray which provides the data reduction features through the Purity Operating Environment. The
deduplication setting only applies if backup copies of the snapshots are being created.

Do you want to enable Deduplication for the primary copy?

9

[ ] Enable use of Partitioned Deduplication Database

Enable Client Side Deduplication

Cancel I I < Back " M)Qﬁmsh }

Figure 23. Do not enable deduplication.
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8. The final step in the Storage Policy Wizard is to review the settings and then click Finish to create the
policy.

Review your selections.

Name: Pure Storage IntelliSnap

Primary Copy: Primary

Library: Pure Storage Library

No. of Streams: 50

iDataAgent Backup Aging Rules: infinite
DataiCompliance Archiver Aging Rules: infinite
Retain Snaps by Number of Jobs: N/A
Deduplication: No

Click Finish to create the Storage Policy

[Cutd l l < Back ]l Next >

Figure 24. Storage Policy Wizard settings review.

The newly created Pure Storage IntelliSnap storage policy can be seen in the Commvault Administrative
Interface.

Home Tools Storage Configuration Reports View Support a @
CommcCell Job Event Alert Scheduler Control What's Getting
Controller,  Viewer o Panel new?  Started A 7\,
View Configure Featured
(&) CommCell Browser '3 " = Getting Started Mmc«ww x | N Event Viewer x 4
(&
9% commvauk ommyaul > | 5 Policies > S Storage Policies > aOoa@
= . Client Computer Groups .‘ ¢ L8 En o
# ‘ Laptop Clients Name Type No. of Streams No. of Copies Incremental Policy Deduplication Description ﬁ
= 4 Media Agents Automatically created ... | ~

-4 commvault
=" Client Computers
-4 commvault

@) Security

T S S

I B Pure Storage IntelliSnap

- ¢ Content Director
A, Workflows

.“:ﬂ- P S M S &
ol M —ngra—

Figure 25. Pure Storage IntelliSnap Storage Policy shown in the Commvault Administrative Interface.
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Right-click the newly created Pure Storage IntelliSnap policy and choose All Tasks > Create New

Snapshot Copy.

¢, vaultTracker

E] | % Policies

P “ Monitoring Policies
Replication Policies
-[EL Schedule Policies
& % Storage Policies

[+ - WM Lifecycle Polici

ﬂj CommServeDR(commvault)

All Tasks '

Properties

Run Analytics

#5 Reports
; d Content Director
-4, WorkFlows

e Y SIS

Run Auxiliary Copy
’ Run Content Indexing

Run Data Verification

Create New Copy

Delete

° Create New Snapshot Copy
Clone

A

Figure 26. Create New Snapshot Copy for the Pure Storage IntelliSnap policy.

Enter a name for the new Snap Copy Properties and then select the Library and MediaAgent from the
respective dropdown lists. The Library to select is the one created earlier, Pure Storage Library, this is

the library that will be used for index operations for the snapshots. The MediaAgent to select is the one

that was used in the Storage Policy Configuration Wizard, commvault.

[ Auxiliary Copy Fallen Behind

opy | Associations | Advanced | Deduplication | Provisioning

General Retention

I Data Paths

Data Path Configuration

Copy Information
Copy Name:

[ Primary Copy
[ Selective Copy

Default Index Destination

0 |Pure Storage Snapshot Copy

[v] Active

Library: [Pure Storage Libraryo

MediaAgent:

Drive Pool: [

Scratch Pool: |

FIG
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The final step is to click on the Retention tab and see that the Enable Data Aging is checked and the
only modification that is necessary is to update the Basic Retention Rule for All Backups from Infinite to
Retain for a set numbers of days, for example 15 days.

Auxiliary Copy Fallen Behind | Selective Copy | Associations | Advanced | Deduplication | Proyisioning
General Retention Copy Policy l Data Paths l Data Path Configuration

[w] Enable Data Aging ‘

() Spool Copy (Mo Retention)

() Retain Snaps by Number of Jobs j

Basic Retention Rule for All Backups

O Infinite

Extended Retention Rules for Full Backups

[JFor [ ]Infinitef j Days Keep |Please Select | Grace Ij Day(s)
[JFor [ ] Infinitef j Days Keep |Please Select W | Grace Ij Day(s)
[JFor [ ] Infinitef 1825 j Days Keep |Please Select W | Grace IZI Dayis)

[ ] Select the jobs from previous tier

Figure 27. Snap Copy Properties.

All of the prerequisites have been completed and now we can begin walking through several different
use cases that illustrate common activities that database or line of business administrators perform.

Commvault IntelliSnap Technology and SQL Server
Technology Functions

Commvault software in combination with the IntelliSnap technology and Pure Storage FlashArray
integration offer an extensive feature set with rich controls and behaviors. The following section will
outline main features of IntelliSnap technology integration with the Pure Storage FlashArray. For detailed
information concerning setup and use of the Commvault IntelliSnap software please refer to Commvault
documentation in the References section at the end of this document.

The following functions are the main operations directly involved with IntelliSnap technology for Microsoft
SQL Server 2014:

1. Create an IntelliSnap technology array-based snapshot of a SQL Server database
2. Mount an IntelliSnap technology array-based snapshot to a SQL Server host

3. Create a transaction log backup and recover to a specific point-in-time
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The subsequent use cases are not meant to be an exhaustive list of features but instead is meant to
demonstrate common backup and recovery workflows for Commvault IntelliSnap technology and
Microsoft SQL Server environments.

The Implemented system configuration used for all of the use cases is based on the following:

¢ Commvault IntelliSnap software has been deployed as a single CommServe running as a virtual
machine based on VMware vSphere 6.0.

* Microsoft SQL Server 2014 has been deployed as a standalone default instance to a physical host
named HYPERV-NODE!1. This host is a member of a three node Windows Server Failover Cluster.

* The Pure Storage FlashArray is a FA-420 with two 5.5TB shelves running Purity 4.5.8. Connectivity
fabric is Fibre Channel (8GB).

¢ Connectivity for all of the components runs through two Cisco MDS 9148 switches.

In the next several sections several use cases will be outlined with procedures to deploy, configure,
manage, backup, mount and recover to point-in-time instances for Microsoft SQL Server. In order to
provide an example for backup and recovery a simple database was created,
PureStorage_Commvault_TestDb. The details for creating this database can be found in Appendix C. This
is a very simple database that provides timestamps as records to show backup and recovery examples.

Use Case 1: Create IntelliSnap technology array-based snapshot of SQL Server

In this use case we will setup the necessary components and create a Pure Storage FlashRecover
snapshot for a SQL Server 2014 database.

Procedure

For this use case there is a physical host named HYPERV-NODE1 that has a three volumes connected:
SQL2014-Data-01, SQL2014-Sys-01 and SQL2014-Tempdb-01. Each of these volumes is mapped as a
Mount Point in Microsoft Windows Server 2012 R2.
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PROTEC

Provisioned To!

—
Volumes Snapshots
396.48 GB 0GB
Connected Volumes (5)
’ NAME
& Csv-1

& CommVault-Library

Navigation

Share View

B Extra large icons -

afs Mediumicons i Smallicons -

Home

[T Preview pane
[[% Details pane

[] item check boxes
[] Fite name extensions

@

Sort .,

] v
Hide selected  Options Q

v =2 HyperV-Node1 ' 545015 33 © [l s ThisPC » LocalDisk () » Pure Storage »

g 2

pane~ BE List T by [ Hidden items items
Pares Current view Sh:
v c,| [ search Pure Storage
4 @y Local Disk (C) Ca ~ N
1. Benchcraft_Logs i i
1. bginfo
b L. ClusterStorage
b L inetpub @ @ @
). Perflogs $SQL2014-Data SQL2014-Sys SlemtTempd

b . Program Files

b )l Program Files (<86) |
b 1. Pure Storage J

b . Software

b 4. SUT_CE_Server v

Fitemns

| & SQL2014-Data-01
& SQL2014-Sys-01

& SQL2014-Tempdb-01

Figure 28. Connected Volumes to HYPERV-NODE!.

9.00 KB 301.80 MB
27.63 MB 0GB
365.00 KB 0GB

148t 1

40t01

148t 1

The database that will be backed up is named PureStorage_Commvault_TestDb. This is a very simple
database with one table, PointinTime. This is a simple example just to show how backups, restores and

point-in-time recovery can be used with Pure Storage and Commvault IntelliSnap Technology.

Object Explorer

Connect~ 33 %) m [ (2] .5

SQLQuel

SQLQuenyd.sql - Hy..Administrator (33)) X

=] B Hyperv-Node1 (SQL Server 12.0.2000 - CSGLAB\Adr]
(= [ Databases
@ [ System Databases
[ Database Snapshots
2] Lj PureStorage_Commwvault_TestDb
@ [ Database Diagrams
= [ Tables
[ System Tables
[ FileTables
# = dbo.PointinTime
# [ Views
1 Synonyms
3 Programmability
# [ Service Broker
# [ Storage
3 Security
@ [ Security
[ [ Server Objects
1 Replication
[ AhwaysOn High &vailability
# [ Management
# [ Integration Services Catalogs
% SQL Server Agent (Agent XPs disabled)

[-ISELECT TOP 1@ee [PIT

100% ~ <
[Z Results | [y Messages

J*****% script for SelectTopNRows command from SSMS

]_ FROM [PureStorage Commvault TestDb].[dbo

wEExEE )

. [PointInTime

2015-11-05 18:02:36.27,

2015-11-0518:02:38.313
2015-11-0518:02:33.330
2015-11-05 18:02:40.343
2015-11-0518:02:41.360
2015-11-0518:02:42.377
2015-11-0518:02:43.330
2015-11-05 18:02:44.407
2015-11-0518:02:45.423
2015-11-0518:02:46.437
2015-11-0518:02:47.453
2015-11-0518:02:48.470
2M5-11-N5 18:N2-49 433

v

@ Query executed successfully.

Figure 29. Database properties for tpce.

Hyper-Node1 (12,0 RTM) = CSGLABVAdministrator (53) = master

00:00:00 ' 1000 rowvs
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As mentioned in the Pre-requisites section all of the components should be installed on the
instance of Microsoft SQL Server to be able to setup the Commvault IntelliSnap technology.
These include VSS Provider, MediaAgent and MSSQL Server iDataAgent from Commvault
IntelliSnap software version 10 R2 or later setup.

Expand the Client Computers node in the CommcCell Browser. The hyperv-node1 should be visible, if it is
not perform a Refresh using the Commvault Administrative interface View tab Refresh button. Right-Click

the Client Computer, hyperv-node1 to to access the properties.

General I Version l Security I Activity Control

Client Name
Client Name: hyperv-nodel
Host Name: hyperv-nodel.csglab.purestorage.com

CommServe HostMame:  commvault.csglab.purestorage.com

Physicalfvirtual: Physical

Client Information
(o Windows Server 2012 R2 Datacenter

Platform:  WinX64

Time Information
Time Zone: (UTC-08:00) Pacific Time (US & Canada)

Clock skew with CommServe: 1 Sec{s)behind CommServe

Description

| OK || Cance”ﬁ.dvanced || QSave As Script || Help |

Figure 30. Client Computer Properties for hyperv-node1.

Click on the Advanced button at the bottom of the dialog. With the Advanced Client Properties dialog
open check the Enable IntelliSnap option.

© Pure Storage 2015
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Encrvotion l Content Indexing | Additional Settings

| Deduplication |

‘Web Server URLs

General I Groups l Firewall Configuration

Network Throttle I

Job Configuration

CYD Port : 8400

Evmgrc Port . 8402
[] Enable IntelliSnap °

[w] Enable retry on network errors

Retry Frequency (seconds) ﬂ
O

Figure 31. Advanced Client Properties for hyperv-node1.

Expand the Client Computers node in the CommcCell Browser. The hyperv-node1 should be visible, if it is

not perform a Refresh using the Commvault Administrative interface View tab Refresh button. Expand

the hyperv-node1 and SQL Server node.

View

CommCell Browser 2

Configure
= Gettin

E‘, commyvault
! Client Computer Groups

=-"®a Client Computers
#- 4 commyault ‘
E}--:: hyperv-nodel
. - File Systeme
El§ SQL Server
: 54 HYPERY-NODE1 o
- 4% hypery-node2
HB Security
-]--@ Storage Resources
#-¢a Deduplication Engines
[3- Libraries

ml...I+

Subclient Name

default
PureStorage_

Figure 32. HYPERV-NODE1 within the Client Computer node.

The next step is to add a New Subclient Database. Right-click on HYPERV-NODE1 under the SQL Server
node and select New Subclient and Database.

o PURESTORAGE
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L] u e alucu

CommCell Browser a " = Getting Started X ] 3 10b Contr,
® commvault %, commvault > "B Client Computers >
! Client Computer Groups —
=-F8 Client Computers Subclient Name

- A

- ;ommvault e default

ypery-node
; LLQ File System PureStorage_Commvault_TestDb
a9 SQL Server
-5 HYPERY-NpDEL

-4 Ryperv-node2 All Tasks »
[J.--Q Security WView >
[—]&1 Storage Resources N 7

- ew Subclient  »

g Deduplication E : Database

E}. Libraries Properties File/File Group

E|-- Pure Storage Library

i EdLibrary

E} Locations

%] Not Available

= Mediafgents

Figure 33. Creating a New Subclient.

This next step involves setting up the New SQL Subclient. There are multiple tabs and options that need
to be configured for the subclient. The tabs that will be focused on are General, Content, Storage
Device, SQL Settings, and IntelliSnap Operations.

The first is the General tab to set the Subclient name and Description.

133
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Activity Control | Encryption | IntelliSnap Operations | Security | SQL Settings

General | Content | Backup Rules Pre/Post Process | Storage Device

Client Mame: hyperv-nodel

iDatafgent: SQL Server
Instance Name:  HYPERY-NODEI °
Subclient: lPureStorage_Commvault_TestDb l

[] Allow multiple data readers For Backup Copy

Description

Simple SQL Server 2014 database to show how Comtnvault IntelliSnap
Technology works with Pure Storage FlashArray.

OK | | Cancel || Help

Figure 34. New SQL Subclient Properties.

Click the Content tab to configure the Database List. The first step is to add the
PureStorage_Commvault_TestDb database to the list. Click Configure and then in the Database
Configuration dialog click Discover, all of the databases that are the client will be auto-discovered. Next
is to select the Subclient Name for the auto-discovered databases. As Figure 36 illustrates the master,
model, msdb and PureStorage_Commvault_TestDb databases were discovered.

To select the Subclient Name for each of the databases click the drop-down in the Subclient Name
column and select the PureStorage_Commvault_TestDb as the Subclient Name. For master, model and
msdb set those to Do Not Backup then click OK.
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Activity C Encryption I IntelliSnap Operations I Security l SQL Settings

General Content Backup Rules | PrefPost Process | Storage Device

Database List:

PureStorage_Commvault_TestDb

Total: 1 database(s).

i Configure || Delete

Figure 35. New SQL Subclient Properties.

Database Name a1 Sybclient Name

«

PureStorage_Commvault_TestDb

master Do Mot Backup
model Do Not Backup
msdb Do Mot Backup

hange all selected databases to: |

oK | | Cancel | | Discover Help

Figure 36. Results after clicking Discover.
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Clicking OK navigates back to the main New SQL Subclient Properties dialog. Click on the Storage
Device tab and then click on the Data Storage Policy tab. Click on the Storage Policy drop-down list and
select the Pure Storage IntelliSnap policy that was created previously. Perform the same Storage Policy
selection on the Log Storage Policy tab.

Activity Control | Ercrvoton | IntelliSnap Operations | Security | S0l Settinas |

General | Content | BackupRules |  PrefPost Process Storage Device

Data Storage Policy | Log Storage Policy | Data Transfer Option | Deduplication |

Storage Policy:

Data Paths

Pure Storage IntelliSnap
Incremental Storage Policy: MIA

Create Storage Policy I

Mumber of streams for data backup: :|

Figure 37. Settings for Data Storage Policy and Log Storage Policy.

Click the Data Transfer Option and select Use Storage Policy Settings.

Activity Control | Ercrvotion | IntelliSnap Operations | Security | S0L Settinas |

General Content | BackupRules |  PrejPost Process Storage Device

I Data Storage Policy I Log Storage Policy | Data Transfer Option | Deduplication |

Software Compression

Select the software compression to be used in case hardware compression is not
available or not selected in the destination data path.

() On Client

(®) Use Storage Policy Settings

Figure 38. Data Transfer Option.
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Now select the IntelliSnap Operations tab and check to enable the IntelliSnap (Applicable only to Full
and Differential Jobs), then using the Available Snap Engines dropdown select the PURE Storage Snap.

General | Content | BackupRules |  PrefPostProcess |  Storage Device

Activity Control | Ercrvotion IntelliSnap Operations Security | SQL Settings

[v] IntelliSnap {Applicable only ta Full and Differential jobs)

Available Snap Engines  [ZEAE S G0N ﬂ

Use Proxy l

[] Use Separate Proxy for Backup Copy

Proxy l

Figure 39. IntelliSnap Operations.

Click the SQL Settings tab to update the final settings for the New SQL Subclient. The default settings
should be updated to follow the Pure Storage SQL Server Best Practices to the following values:

* Block Size = 32768 Bytes

* Maximum Transfer Size = 65536 Bytes

General I Content | Backup Rules | Pre/Post Process | i
Activity Control | Encryption InteliSnap Operations I Security SQL Settings

Block Size ﬂ Bytes
Buffer Count ﬂ
Maximum TransFer Size :j Bytes

[] Disable Log Consistency Check

Figure 40. SQL Settings, Block Size and Maximum Transfer Size follow Pure Storage Best Practices.
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The following tasks have been completed up to this point:
1. Added the Pure Storage FlashArray to Storage Management
2. Created a Library
3. Created a Storage Policy
4. Created and configured a Snapshot Policy Copy
5. Created and configured a Client

6. Created and configured a Subclient

Now with all of the various components configured backups can be taken of the Microsoft SQL Server
instance. In these final procedures for Use Case 1a Commvault IntelliSnap technology snapshot will be

created for the PureStorage_Commvault_TestDb database which resides on the Pure Storage

FlashArray.

In the CommCell Browser expand the Client Computers > hyperv-node1 > SQL Server > HYPERV-
NODE!1 to display the Subclient list. PureStorage_Commvault_TestDb will be in the list, right-click on the

item and select Backup.

2 = GettingStarted x | [J Job Controller x | M Event viewer x5

! Client Computer Groups

 commyvault &% commyault > B Client Computers > £ hyperv-nodel > = SQL Server > =y HYPERY-NODE1 >

B~ ient Computers Subclient Name
& commvault default

PureStorage_Commyvault_TestDb

QL Server Backup
= HYPERY-NODE1 List Snaps
& hyperv-node2 Backup History

[+ Security
=@ Storage Resources Schedules

+1- . Deduplication Engines Operation Window

-1l Libraries

E| Pure Storage Library Delete

i [ E:\Library Properties

i+ Locations
-5 Mediagents

~-(2 Orphaned Media
-8 vaultTracker
+-| @ Policies

ZI»-'.‘ Reports

- ¢ Content Director
o/, Workflows

Figure 41. Backup the subclient TPCE-Database.

Type
Database
Database

After clicking the Backup Options dialog with display. By default, the Full and Immediate options are

selected, click OK to begin the backup.
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Backup Options

Select Backyy 3 Job Initiation
@ Ful (® Immediate e

() Transaction Log Run this job now

["] Do Mot Truncate Log

() schedule

Configure Schedule Pattern

() Differential

o £ ok || Cancel || Advanced || [ save as Script || Help I

Figure 42. Backup Options for PureStorage_Commvault_TestDb.

After starting the Job click the Job Controller tab to view the running job. Figure 43 shows the running

Job ID is 4449.
Panel ne. . Startea
Configure eatured
=) Getting Starte N Event Viewer x | 5 HYPERV-NODEL X | %y Client: hyperv-nodet (Da... X | S Client: hyperv-nodet (Da... X |

3 10b Controller

\' 4 I JobID  Operation  Client Computer  Agent Type  Subclient Job Type Phase Storage Policy MediaAgent  Status Progress
4449 Snap Backup hyperv-nodel SQL Server  PureStorage_Commvault_TestDb Full Archive Index Pure Storage InteliSnap commvault  Running

Job ID = 4449

Figure 43. Job Controller view of Job ID 4449.

Figure 44 shows the corresponding FlashRecover Snapshot, SQL2014-Data-01.SP-2-4449-1446812042,
for volume SQL2014-Data-01.
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Help | Log Out

ray_admin to csg-fa420-2

o PURESTORAGE Welcome pureuser logged in as

DASHBOARD STORAGE PROTECTION ANALYSIS SYSTEM MESSAGES Search Hosts and Volumes

Data Reduction

148t01 &

~ § SQL2014-Data-01 {1

B Volumes Snapshots
9.00 KB 309.48 MB

Connected Hosts and Host Groups (1) EELETELLIERE)]

PGROUP SNAPSHOT

SNAPSHOTS CREATED
0GB 2015-11-06 10:03:06
0GB 2015-11-06 08:51:21
0GB 2015-11-06 08:22:42

SQL2014-Data-01.SP-2-4441-144680514 0GB 2015-11-06 08:08:05

Job ID = 4449

Nt St B et PP S A VI W SV S’ i S NIP Sl VS e A

Figure 44. Pure Storage FlashArray view of the snapshot (Job ID 4449).
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Use Case 2: Mount an IntelliSnap Array-based Snapshot

In this use case the focus is mounting a Pure Storage FlashRecover Snapshot that was created with
Commvault IntelliSnap Technology. The objectives are as follows:

1. View existing snapshots of the PureStorage_Commvault_TestDb from HYPERV-NODE1

2. Mount a select snapshot of the PureStorage_Commvault_TestDb back to the same host,
HYPERV-NODE1

Procedures

One of the first tasks that can be performed is to check the available snapshots. All of this can be done
directly from the Commvault Administrative Interface without the need to use the Pure Storage
Management interface.

Right-click on the HYPERV-NODE1 select All Tasks > List Snaps to display the lists of snapshots that
have been created for the Client Computer.

Subclient Name
default
PureStorage_Commvault_TestDb

=" Client Computers

2% commvault

E!---: hyperv-nodel

. - File System
E% SQL Server

: . 5l HYPERY-NOREL

--:: hyperv-node2 All Tasks Backup All Subclients
[ Security View »
E—]@ Storage Resources New Subclient » Brcsi avisd Bestore

¢ Deduplication Engin e subclien Clone

E}. Libraries Properties List Snaps

E]-~ Pure Storage Library

E:\Library Delete

| Locations Operation Window

=, MediaAgents

2 Orphaned Media
-8 vaultTracker

[+ @ Policies
E]~-‘: Reports
E
E

-\ 4 Content Director
-/, Workflows

Figure 45. Listing all the snaps for HYPERV-NODE1.

Figure 46 and Figure 47 shows the correlation between what is seen in the Commvault and Pure Storage
interfaces.
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Iring Inte

Yolume View | Disk Yiew

Source Client Source Path Mount Host  Mount Path  Application. Mount Status Mount Stat... Creation Ti... Storage Po... ﬂ
hyperv-nodel C:\PURE STORAGE\SQL2014-DATAY SQL Server Successfully created snap 11/5/15 9:0... 11/5{159:0... Pure Storag... A
hyperv-nodel C:\PURE STORAGE\SQL2014-DATAY, SQL Server Successfully created snap 11/5/159:0... 11/5/159:0... Pure Storag...
hyperv-nodel C:\PURE STORAGE\SQL2014-DATAY SQL Server Successfully created snap 11/5/15 8:1... 11/5{/158:1... Pure Storag...
hyperv-nodel C:\PURE STORAGE|SQL2014-DATAY SQL Server Successfully created snap 11515 7:0... 11/5{15 7:0... Pure Storag...
hyperv-nodel C:\PURE STORAGE\SQL2014-DATAY SQL Server Successfully unmounted 11/5/15 6:4... 11/5/156:3... Pure Storag...

hyperv-nodel C:\PURE STORAGE|SQL2014-DATAY SQL Server Successfully created snap 11/5/15 6:1... 11/5{156:1... Pure Storag...

< [ [ >

| Refresh || Close || Help

Figure 46. Snapshots created with IntelliSnap.

Help = Log Out
Welcome pureuser logged in as array_admin to csg-fa420-2
(‘ PURESTORAGE . i : .
DASHBOARD STORAGE PROTECTION ANALYSIS SYSTEM MESSAGES Search Hosts and Volumes Q
o Provisioned Total Reduction Data Reduction
‘ » & SQL2014-Data-01 ;oore 1080 148101 & ‘
Connected H nd Host Groups (1) EELETELLSN(GM Details 1-6of 6 u
NAME PGROUP SNAPSHOT SNAPSHOTS CREATED
& SQL2014-Data-01.SP- 146815164 0GB 2015-11-06 10:55:08
& SQL2014-Data-01.SP- 146815073 0GB 2015-11-06 10:53:37
s SQL2014-Data-01.SP: 146812042 0GB 2015-11-06 10:03:06
& SQL2014-Data-01.SP- 146807736 0GB 2015-11-06 08:51:21
s SQL2014-Data-01.SP- 146806017 0GB 2015-11-06 08:22:42
| & SQL2014-Data-01.SP- 146805141 0GB 2015-11-06 08:08:05

' POV o PP ey . e aln -~ a . -l!"“lf-'ﬂ

Figure 47. Corresponding IntelliSnap snapshots shown in Pure Storage Management interface.

The two columns highlighted with boxes in Figure 46 and Figure 47 show the snapshot identification for
each interface. To mount a specific snapshot, follow the procedures in Figure 45 and Figure 46 and pick
one. For this use case example Job ID 4449 is selected, right-click and select Mount.
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Volume View | Disk Yiew |

hyperv-nodel

hyperv-nodel

hypei . .odel [CAPURE ST...
hyperv-nodel

Source Client  Source Path  Mount Host
adel C:\PURE ST...

Mount Path

Application. ..

SQL Server
SQL Server
SQL Server

Force Unmount

Use hardware revert capability if available

Delete

Detail...

Figure 48. Mount selected snapshot.

Job ID ﬂ

4451 A
4450
4443
4442
4441

After clicking on Mount the Mount Path dialog is displayed. Using the dropdown box select the

Destination Client, for this example the selected snapshot will be mounted back to the same client,
hyperv-node1. Next select the Destination Path using the Browse button. The destination path will
reflect the available paths of the destination client selected.

Destination Client: |hyperv-nodel

Destination Path:

‘l Browse

[] Protect Snapshot during mount

| | Cancel

Figure 49. Mount Path, hyperv-nodel.

For this example, the Destination Path for the snapshot mount will be placed under the existing Pure
Storage mount path of other volumes being used by Microsoft SQL Server. After determining the mount
path location click New Folder... to create a unique folder location for the mount. In this example
COMMVAULT-MOUNT is used. The folder name can be set to any meaningful name.
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hyperv-node1 Yhame

O $RECYCLE.BIN
t-[C] $Recycle.Bin Library
+-(_] Benchcraft_Logs msdiag0.dll

#-( bainfo
(3 Clusterstorage System Yolume Inform...

[ Documents and Settings
+-[] inetpub

t-[] PerfLogs

-7 Program Files

t}-[C] Program Files (x86)

883.5KB

B [ Pure Storage

{7 5QL2014-Data
G SQL2014-Sys

7 5QL2014-Tempdb

t-[] SUT_CE_Server

#-[C SUT_MEE_Server

H-[—7 System Yolume Information
#-[] Users

£ Windows

=

Type
Folder

Folder
File
Folder

Modified

8/4/2015 9:48 PM
8/4/2015 7:49 PM
12/1§2006 11:37 PM
9/24/2015 1:54 AM

|OK| |Close|

| New Folder...

Figure 50. Browse for Mount Path.

[#-(] bainfo

(- Clusterstorage
|j Documents and Settings
[ inetpub

- Perflogs

(- Program Files
[ Program Files (x86)
71 ProgramData
=9 Pure Storage
[#-(C7 5QL2014-Data

Please enter directory name you want to create in C:\Pure Storage

OMMVAULT-MOUNT]|

#-{Z9 5QL2014-Tempdb
£ Software

#-[] SUT_CE_Server

t-[] System Yolume Information
£ Users
[T Windows
H-JF:

£
£
[T SUT_MEE_Server
£
£

() Browse for Mount Path L x|
[ hyperv-node1 :Name Size Type Modified ¥
G 5QL2014-Data Folder  6/18/2015 2:28 AM ~
&[] $Recycle.Bin SQL2014-Sys Folder  6{18/2015 2:29 AM B
(] Bencheraft_Logs 5QL2014-Tempdb Folder  6/18/2015 2:29 AM

<

|0K| Iclosel

| Mew Folder...

Figure 51. Create new folder, COMMVAULT-MOUNT.
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SQL2014-5ys Folder 6/18/2015 2:29 AM
5QL2014-Tempdb Folder 6/18/2015 2:29 AM

| MNew Folder. ..

Figure 52. New folder created.

Once the Destination Path has been selected or a new folder created click OK. This will display the
Mount Path dialog with the Destination Path entered, click OK to begin the mounting process onto the
Destination Client, hyperv-node1.

Destination Client: |hyperv-n0del v |

Destination Pathi  ycommyaULT-MOUNT | Browse |

[ ] Protect Snapshot during mount

Figure 53. Completed Mount Path setup.

Figure 54 shows the Destination Path and mounted snapshot for the PureStorage_Commvault_TestDb
(MDF and LDF) files. At this point the database files can be attached to Microsoft SQL Server and used.
The only detail to be aware of for this example is that mounting a database from a volume that has been
created from a snapshot will result in a database name collision since the database already exists. This is
a simple problem to fix but appending a “-1” to the name of the database file. This problem would not
occur if the database was attached to a different host.

Figure 55 shows Microsoft SQL Server Management Studio after selecting to Attach Database has been
initiated. Navigate to the Destination Path and selected the database then click OK.
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Home Share Wiews v 0

(€ v 1 |cs <« COMMVAULT-MOUNT » volume 1043 1446795990 Search volume_1048_1446755... 2 |

| Perflogs
| Program Files

| Program Files (x86)
. COMMVAULT-MOUNT

PureStorage_Co PureStorage_Co
mmvault_TestDb mmvault_TestDb

_log

@ SQL2014-Sys

@ SQL2014-Tempdb
| Software

| SUT_CE_Server

| SUT_MEE_Server
L Users

3 Windows Destination Path

ca CommVault Library (F:)

2 items

Figure 54. Destination Path and mounted snapshot on hyperv-node1.

u Attach Databases - O] X

‘;‘g:;::—p S Script v IE Help

Database Data File location: | C:\Pure Storage\COMMVAULT MOUNT \wolu| [

~ [ $RECYCLE BIN
- psie volume
Bencheraft_Logs
bginfo
{4 ClusterStorage
{1 Documents and Settings
inetpub
PerfLogs
{1 Program Files
{3 Program Files (x86)

Remove

Pure Storage
-3 COMMYAULT-MOUNT
= volume_1048_1446795330
Connection {1 $RECYCLE.BIN
{4 System Volume Informali‘

Server:
Hyperv-Nodel

Connection:
CSGLAB\Administrator

3 View connection p -
File name: IPureStorage_Commvault_TestDb. mdf atabase Data Files(*.mdf)

Progress
Ready

ok || Cancel

Figure 55. Select the PureStorage_Commvault_TestDb to attach.
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As mentioned earlier Figure 56 shows the Attach As textbox with the “-1” appended,
PureStorage_Commvault_TestDb-1.

5 Seript v [ Help

Databases to attach:

MDF File Location
C:\Pure Storage \COMMVALULT-M...

Attach As
. I PureStorage_Commvault_TestDb-1|

Database Name
[.-] PureStorage_Com

Status

| CiGLaBvAdm..

g

Figure 56. Attach as PureStorage_Commvault_TestDb-1.

Figure 57 shows both the original and snapshot copy of the database with results returned from both
databases.

TalEl lﬁnalwwouewm» E&mlxﬁmlo = h=S - 1 1 | -

3 | [master || ¥ Execute b Debug ® o 330 =) | 37| g3 45 83|

SQLQueryd.sql - Hy..Administrator (53)) X

Ql;

o PURESTORAGE

Connect~ !g !E a7 g nd from S% /*****% Script for SelectTopNRows commandffrom SS=
. N 9 EISELECT TOP 1000 [PIT] ~ [EISELECT TOP 1000 [PIT] ~
& (B HyperV-NodeT (SQL Server 12.0.2000 - CSGLABYA FROM [PureStorage Comnvault TestDb] [dbo].[Poi FROM [PureStorage_Commvault_TestDb-1].[fbo].[P
= [ Databases = -
[ System Databases g =
=] L_I PureStorage_Commvault_TestDb
- [V [v]
o ~[<[TTTTTM T DI oo - B
Onglnal Database [ Results |[13 Messages [ Results @ Messagesl
Programmability A - A -
&
[ Service Broker =f' 3 D 1 D
2 m :02:37.297 2 2015-11-0518:02:37.297
[ Storage
= - 3 -11-05 18:02:38.313 3 201511-0518:02:38.313
B (@ PureStorage_Commvault,_TestDb-1 2015-11-05 18:02:39.330 4 201511-0518:02:39.330
e ; 5 201511-0518:02:40.343 5 201511-0518:02:40.343
6  201511-0518:02:41.360 6  201511-0518:02:41.360
7 201511-0518:02:42.377 7 201511-0518:02:42.377
snapShOt COpy 8  201511-0518:02:43.390 8  201511-0518:02:43.390
9 201511-0518:02:44.407 9 201511-0518:02:44.407
[23 Service Broker 10 201511-0518:02:45.423 10 201511-0518:02:45.423
(3 Storage 11 201511-05 18:02:46.437 11 201511-0518:02:46.437
(3 Security 12 201511-0518:02:47.453 12 201511-0518:02:47.453
[ Security 13 201511-0518:02:48.470 | 13 201511-0518:02:48.470
(3 Server Objects |14 ON1511-05 181249 483 VN 14 oNISA105 180249 483 v
A 5 JRORTM) | CSGLAB\Administrator (53) | master | 00:00:00 1000 rows dministrator (52) | PureStorage_Commvault_.. | 00:00:00 | 1000 rowss
Figure 57. Original and snapshot copy of database.
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Moving back over to the Commvault Administration interface the the dialog will show that the snapshot
has been mounted successfully with the Mount Host and Mount Path details.

Volume Yiew | Disk Yiew

Source Client  Source Path  Mount Host Mount Path Application...
hyperv-nodel C:\PURE ST... SQL Server

VOErY-noad PR J \

C:\Pure Storagel\COMMYAULT-MOUNT\volume_1048_1446795990

SQL Server
hyperv-nodel C:\PURE ST... SQL Server

e s

Figure 58. Successfully mounted snapshot.

To unmount the snapshot from the client right-click the item and choose Unmount or Force Unmount.
Force unmount should only be used in extreme cases.

Volume View | Disk Yiew

Source Client  Source Path  Mount Host  Mount Path Application... Job ID ﬂ

vperv-nodel C:\PURE ST... SQL Server 4451 A

vperv-nodel C:\PURE ST... SQL Server 4450
hyperv-nodel [C:\PURE ST... |hyperv-nodel [C:iPure Storage\COMMYAULT-MOUNT volum... [SQL Server
hyperv-nodel C:\PURE ST... Mount SQL Server 4448
hyperv-nodel C:\PURE ST... Unmount SQL Server 4442

hyperv-nodel C:\PURE ST... SQL Server 4441
Force Unmount

Use hardware revert capability if available

Delete

Detail...

Figure 59. Unmount snapshot.
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Use Case 3: Create a Transaction Log and Recover to a Point-in-Time

So far we have taken snapshots and then mounted entire databases. There are many times
administrators need to restore to a previous point-in-time to recovery more quickly and one way of
accomplishing that is by applying transaction logs. In this use case a database will be recovered to a
specific point-in-time using a transaction log backup taken by Commvault IntelliSnap Technology.

The objectives are as follows:

1. Create several transaction log backups of the PureStorage_Commvault_TestDb while actively

adding records. To setup this use case a number of transaction log backups were taken of the

PureStorage_Commvault_TestDb while running a simple insert statement for the PointInTime

table.

2. Recover a selected transaction log to the PureStorage_Commvault_TestDb to a specific point-in-

time.

Procedures

The first step is to create a transaction log backup for the PureStorage_Commvault_TestDb. Navigate to

the HYPERV-NODE1 Client Computer and right-click the PureStorage_Commvault_TestDb Subclient

Name and click Backup.

/ =) Getting Started X l 3 Job Contraller x [ N Event Viewer X/ B

! Client Computer Groups
=" Client Computers
(- 4% commvault

E)--:: hyperv-nodel

. @] File System
EI@ SQL Server

.5y HYPERY-NODE1
(- 4% hyperv-node2

[]ﬁ Security

[-]ﬁ Storage Resources

a Deduplication Engines
E}. Libraries

EI Pure Storage Library
E:\Library
- Locations
(-5 MediaAgents
Cm Orphaned Media

Figure 60. Begin a new backup.

&% commvault > " Client Computers >

Z¥ hyperv-nodel > = SQLServer > = HYPERY-NODE1 >

Subclient Name

default
PureStorage_Commvault_TestDb

List Snaps
Backup History
Schedules
Operation Window

Delete

Properties

e a ™ e I

Type
Database

After selecting Backup and prior to actually creating a backup, the Backup Options dialog will be

displayed. Previously the backup type was Full which created a snapshot of the entire volume. For this

use case a Transaction Log backup will be selected. There is an option to Do Not Truncate Log and this
can be used as it applies to your business backup strategy. For this example, the log will not be

truncated.
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In order to create a backup, select the Job Initiation as Immediate and click OK.

Backup Options

Select Backup Type Job Initiation

O Ful im C
(® Transaction Log a Run this job now

["] Do Mot Truncate Log

() Schedule

Configure Schedule Pattern

() Differential

gOK || Cancel || Advanced || @Save As Script || Help |

Figure 61. Backup Options for Transaction Log.

After starting the backup navigate to the Job Controller tab to view the running job.

Reports v

CommServe Storage Report
R "= Getting Starts | N Event viewer x | (5, HYPERV-NODEL x | Sy Client: hyperv-nodet (Da... x | Sy Client: hyperv-node1 (Da... x | [J Job Controller( Show All.. x | 4§ Backup Job History of Cli... x|
3 30b Contraller ?
¥ |1bID  Operation  Client Computer  Agent Type  Subelient Job Type Phase Storage Policy MediaAgent  Status Progress Errors Delay Reason
4458 Backup hyperv-nodel  SQLServer  PureStorage_Commvault_TestDb Transaction Log Transactionlogs  Pure Storage InteliSnap commvault  Running Z
- P o o bttt P s s, o bt B T L e Sy

Figure 62. Transaction log running.

Once the transaction log backup has completed right-click the HYPERV-NODE1 > View > Backup
History. Figure 64 shows all of the different Transaction Log backup that are available.
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E}. ‘: ;ommvault del iy I JobID  Operation  Client Computer
. erv-node
: ~'-£pFile System 4458 Backup hyperv-node1
== SQL Server
Vi 5y HYPERY-HIODE
-4 hyperv-node2 All Tasks »
- ety View & Backup History
[—]e Storage Resource: New Subclient > .
«a Deduplication En Restore History
E}. Libraries Properties Schedules

E]-- Pure Storage Library
[ E:\Library
Locations
=, MediaAgents
Q.i Orphaned Media
v B8]l vaultTracke

Figure 63. View Backup History.

Home Tools Storage Configuration Reports. Yiew Support i
AR P
L & @ O Jd 8% & « £ $
Summary Schedule Storage Policy Configuration Readiness Growth  Policy Information Forecast Other ‘
Copies Reports v 1
Job CommServe Storage Report
CommCell Browser B oLX l g Client: hyperv-node1 ( Da... x ( [ Job Controller{ Show Al ... X I 49 Backup Job History of Cli... X 2 Backup Job History of Cli... x (& Client: hyperv-nodel { Da...
L% commvault
- =g C'fE"t Computer Groups Client: hyperv-nodel > SQL Server > Instance: HYPERY-NODE1 > Backupset: defaultBackupSet
E ;?2;::;32::: s JobID  Status  Operation Type Subclient  Storage Policy Job Type Failed Folders ~ Failed Files  Skipped Files  Start Time End Time  Duration
G2 e nodet [°c...Fecp Pure Storoge nslinap[rvansacioniog ———p— P b~ iy
P 1| File System 4457 @ C... Backup PureStor... Pure Storage InteliSnap  Transaction Log 1] o 1] 115
H B % SQL Server 4456 @ C... Backup PureStor... Pure Storage InteliSnap  Transaction Log o 1] 11/5/2015 10:00:11 PM
5 HYPERY-NODEL 4455 @ C... Backup PureStar... Pure Storage InteliSnap  Transaction Log 0 0 0 11/5/2015 9:46:00 PM
42 hyperv-node2 4453 @ C... Backup PureStor... Pure Storage InteliSnap  Transaction Log 1] 1] 1] 11/5/2015 9:31:04 PM
Security 4452 @ C... Backup PureStor... Pure Storage InteliSnap  Transaction Log 0 0 0 11/5/2015 9:16:03PM  11/5/20... 00:00:3
: g’;g:ﬁz:‘;ﬁ;ﬂmnes 4446 @ C... Backup Purestar... . Transaction Log 0 1 0 11/5/2015 6:40:47 PM 11/5/20... 00:20:39’
= - Libraries 4444 @ C... Backup PureStor... Pure Storage InteliSnap  Transaction Log 1) o 1] 11/5/2015 6:37:25PM  11/5/20... oo:oo:zq
H =) Pure Storage Library 4443 @ C... Backup PureStor... Pure Storage IntelliSnap  Trans. Log No Truncation. 1} 0 0 11/5/2015 6:35:06 PM  11/5/20... 00:00:27F
B E:i\Library
- Locations
;ﬂ Mediafgents
LI N | B VI WU PN |

Figure 64. Backup history for Transaction Logs.

Before recovering the transaction log from Job ID 4446 the current PureStorage_Commvault_TestDb
should be queried to see the maximum point-in-time now. In order to accomplish this navigate to SQL
Server Management Studio and run the following query:

SELECT MAX (PIT)
FROM [PureStorage Commvault TestDb]. [dbo].[PointInTime]

Figure 65 shows the point-in-time that has been inserted last.
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5 y ecuting...”
Connect' g Ya T &s J*****% script for SelectTopNRows command from SSMS  *****x/
= B Hypery-MNode1 (SQL Server 12.0.2000 - CSGLAB\Adr]

= [ Databases
[ System Databases

3 Datbose Smpshets 2015-11-06 02:20:31.993

EISELECT MAX(PIT)
FROM [PureStorage Commvault TestDb].[dbo].[PointInTime

| J PureStorage_Commvault_TestDb
# [ Security
# [ Server Objects
[ Replication
[ AlwaysOn High Availability
3 Management
# [ Integration Services Catalogs
[ﬁ) SQL Server Agent (Agent XPs disabled)

[No column name)
{ 20151106 02:20:31.993 :

Figure 65. Current Point-in-Time.

Navigate back to the Commvault Administrative interface and select a transaction log backup to recover.
For this example, Job ID 4455 has been selected. Right-click Job ID 4455 and click Browse and Restore.

Home Tools Storage Configuration Reports View Support

Q% & @ ©Jd8 6 «a &

Summary Schedule Storage Policy Configuration Readiness Growth Policy Information Forecast Other
Copies Reports
Joh CommServe Storage Report
| &) CommCell Browser a ) " = Getting Started X [ 3 Job Controller x r M Event Viewer x [ = HYPERY-NODE1 X ]ﬁ Client: hyperv-node1 { Da...
;‘. commyault
#-f8 Client Computer Groups Client: hyperv-nodel > SQL Server > Instance: HYPERY-NODE1 > Backupset: defaultBackupSet

=% Client Computers

" Ay JobID Status Operation Type Subclient  Storage Policy Job Type Failed Folders  Failed Files ~ Skij
& commyvault
=W hyperv-node1 4458 @ C... Backup PureStor... Pure Storage IntelliSnap  Transaction Log 0 0 1]
- | File System 4457 @ C... Backup PureStor... Pure Storage IntelliSnap  Transaction Log 0 0 1]
= SQL Server 4456 @ C... Backup PureStor... Pure Storage IntelliSnap  Transaction Log 0 0 0
5 HYPERV-NODE1 4455 Backup Pure Storage Intrllica=s - — _
-
-2y hyperv-nodeZ 4453 @ C... Backup 1" Purestor... Pure Storage Int: Browse and Restore 0 0
8% :tecurlty o 4452 @ C... Backup PureStor... Pure Storage Int List Snaps 0 0
Orage Resources 4446 @ C... Backup Purestor... 1 0
- & Deduplication Engines Find
B - Libraries 4444 @ C... Backup PureStor... Pure Storage Int X i 0 1}
=-E1H Pure Storage Library 4443 @ C... Backup PureStor... Pure Storage Int View Falfed Iterns 0 0
i EdLibrary Resubmit Job...
[}» Locations Wiew Job Details
[+ #, MediaAgents . .
(5 Orphaned Media View Media
- [B] vaultTracker View Events
[+ @ Policies Wiew Content Index »
#-#5 Reports Wiew backup it
(- ¢, Content Director e backup (tems
[+, Workflows w Backup Copy file listing
View Logs
Send Logs

Figure 66. Browse and Restore a Transaction Log backup.
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The Browse and Restore Options dialog will be displayed. The Absolute Time option has been selected
automatically since the specific Job ID 4455 was selected from the Backup History. Click View Content to
continue.

Time Range | Advanced Options

Show Objects to Restore using following criteria

() Time Range

(®) Absolute Time

Time Zone: [(uTc-08:00) Pacific Time (US & Canada) ~|
Start Time End Time
lursdayu MNovember 5, 2015 H - ] |ursday, November 5, 2015 H - [

() Relative Time

Last 60 H | Days v

qmeonterk | I Cancel I | List Media || Help |

Figure 67. Browse and Restore Options for Transaction Log.

Select HYPERV-NODE1 checkbox, then PureStorage_Commvault_TestDb checkbox and Recover All
Selected...

Home Tools Storage Configuration IReports | View Support a Q@

® o @ o & @ o g S—
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Jobh CommServe Storage Report
CommCell Browser 7
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Current Selected: \HYPERY-NODE1 {Subclient:PureStorage_Commvault_TestDb)

| File System
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5 HYPERY-NODE1L
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[}-- Security
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[+ Deduplication Engines
=-[B Libraries

- =l Pure Storage Library
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Recover All Selected. .. | I New Browse. .. |

| commvault - 3290 | 10R2 | admin | 4% |

Figure 68. Recover All Selected...
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The SQL Restore Options dialog is displayed next. To restore to a point-in-time select Point-in-Time,
note that the Restore Time is set to the specific time based on the original select from the Backup
History. Next select Recovery and Unconditionally overwrite existing database or files, click OK to

being the operation.

General | 1ob Initiation

General
Destination Server:
Source Server:
Database Name:

Database State:

Restore Time and Time zone

| HYPERY-NODE1

HYPERY-NODE1
PureStorage_Commvault_TestDb

Mormal

Restore Time:

0 [v] Paint-in-time
IThursday, MNovember 5, 20:|| v H 9146 1 24PM I::i

Time Zone: (UTC-08:00) Pacific Time (US & Canada)

Recovery Types and Undo Path

(® Recovery () Morecovery ) Stand by

o File Path: I

Restore Options

[ ] Preserve Replication Settings

Database File Mame Physical Path Size

PureStorage_Co... PureStorage_Co... C:\Pure Storage\SQL2014-Data\PureStorage_Co... 4 MB
PureStorage_Co... PureStorage_Co... C:\Pure Storage\SQL2014-Data\PureStorage_Co... 1.25 MB

[ [>]

Find & Replace

v

eg OK || Cancel || Advanced || @Save As Script || Help |

Figure 69. SQL Restore Options.

Figure 70 shows the transaction log recovery in progress.
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Figure 70. Job Controller view of Transaction Log recovery in progress.

Once the transaction log recovery has completed a new inspection of the
PureStorage_Commvault_TestDb database to check the new maximum point-in-time record. Figure 71
shows the newly recovered database with a PIT in the past.

¢ Original Point-in-Time Record = 2015-11-06 02:20:31.993

* Transaction Log Recovered Point-in-Time Record = 2015-11-05 21:46:23.757

C xplorer SQLC
Connect~ !Q !E a7 g J****** Script for SelectTopNRows command from SSMS  ******/

- : EISELECT MAX(PLT)
8 ng;r\: L“Odﬂ (SQL Server 12.0.2000 - CSGLABVAd™ FROM [Purestbrag Commvault TestDb].[dbo].[PointInTime]
=] atabases

[ System Databases

e ot o s TesDb 2015-11-05 21:46:23.757

[ Security
[ Server Objects
[ Replication
3 AlwaysOn High &vailability
3 Management
[ Integration Services Catalogs
@) SQL Server Agent (Agent XPs disabled)

[No column name)
§ 20151105 21:46:23.757

Figure 71. Updated Point-in-Time from Transaction Log recovery.
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Use Case 4: Recover to a Point-in-Time using Hardware Revert

Use case 3 illustrated the ability to recovery to a specific Point-in-Time (PiT) by performing a transaction
log backup and restore. Use case 4 will show how to recover to a specific PiT using an advanced restore
option, hardware reverts. Using this feature with a Pure Storage FlashRecover Snapshot provides the
ability to restore a volume in place by performing an overwrite operation of the volume.

The same procedural steps will be used as illustrated in use case 3 with one additional step to use the
hardware revert option via the advanced settings.

The objectives are as follows:

1. Recover a selected backup of the PureStorage_Commvault_TestDb to a specific point-in-time.

Procedures

As part of use case 3 several transaction log backups were created. Using Figure 64 as a reference for
the backup history the PureStorage_Commvault_TestDb will be hardware reverted back to the point-in-
time of November 5, 2015 at 9:17pm. Figure 72 shows the maximum point-in-time record from the
database (2015-11-06 02:16:49.570).

P~ il S | L NewQuery [ 65 ¢ 5 | & :
£ 8 G| ot || ¢ B b Debug = v 33 9|37 QG S 2 | EEIN .

= o ~ # X SQLQueryS.sql - Hy..Administra DA SOLQuenyd.sql - Hy..Administrator (53))* > [[SoTNoNTVAIer ISP BTt

Connect> 3 %) m [ Q Jx¥**** script for SelectTopNRows command from SSMS — *****x/

&1 [ HyperV-Node1 (SQL Server 12.0.2000 - CSGLABNAGH EI]_SE'F.E(C)': ‘k":):r(‘zl\]s;:?ra e _Commvault TestDb].[dbo].[PointInTime
= 4 Databases
1 System Databases
[ Database Snapshots
Ij PureStorage_Commvault_TestDb
[ Security
[ Server Objects 100% ~ <
[ Replication =]
[ AlwaysOn High Availability 3 Results | 1) Messages
3 Management
[ Integration Services Catalogs
[ﬁ SQL Server Agent (Agent XPs disabled)

[No column name)

2015-11-06 02:16:49.570

@ Query executed successfully, Hyper-Node1 (12,0 RTM) = CSGLAB\Administrator (53)  master | 00:00:00 1 rows

Figure 72. PureStorage_Commvault_TestDb before hardware revert.
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As shown in Figure 73, from the CommCell browser expand the Client Computers node elements until

the SQL Server and HYPERV-NODE1 can be seen. Right-click the HYPERV-NODE1 select All Tasks >

Browse and Restore.

Conrigure

Feawreu

- T8 Client Computer Groups
=78 Client Computers
44 commyault

3 Job Controller

/ =) Getting Started )/(/) } 3 Job Controller x

\iof IJobID Operation  Client Computer  Agel

There are no jobs currently running.

. SQL Server
4 HYPERV-NPos
B erv-node2 All Tasks

A2 sqlt View
[]---@ Security
B Storage Resources

[+ Deduplication Engi

Properties

New Subclient

»

Backup All Subclients

=-[ Libraries
: ure Storage Library
E:\Library
[]»- Locations

[+ MediaAgents

-5 Orphaned Media

J--. VaultTracker

-] R Policies

Browse and Restore

Clone

List Snaps

Delete

Operation Window

Figure 73. CommCell Browser view for All Tasks on HYPERV-NODE1.

The next step is to select a specific Time Range as shown in Figure 74. For this example, an Absolute

Time with a specific Start Time and End Time are being set. As mentioned earlier the objective is to
restore to the point-in-time of November 5 at 9:17 PM. Once the start and end time’s have been
configured click View Content.

Time Range | Advanced Options

Show Objects to Restore using following criteria

() Latest Backup

c (® Absolute Time

(® Time Range

Time Zone:

|(UTC-08:00) Pacific Time (US & Canada)

Start Time
|ursday, November 5, 2015 [ w |

[ 9:15PM

I

(O Relative Time

Last | 60 |:| lDay’s

v

o

End Time

lursday, November 5, 2015 [ w |

[ 91 18PM =

° view Content | [ Cancel | [ ustmeda | | Help

Figure 74. Browse and Restore Options, setting a specific Start and End Time.
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Select HYPERV-NODE1 and PureStorage_Commvault_TestDb then Recover All Selected...

Home Tools Storage Configuration Reports Yiew Support a @

CommCell Job Event Alert Scheduler Control ~ What's  Getting
Controller Viewer - Panel new? Started 2 I e

View Configure Featured
CommCel Browser 2 History of Cli.. x | Sy Client: hyperv-nodet (Da... x | Sy Cient: hyperv-nodet (Da... x | [J Job Controller xS
;'FCU"'“'VEUk ﬁ Client: hyperv-node1 { Data between: 11/5{2015 9:15 PM to 11/5/2015 9:18 PM (UTC-08:00) Pacific Time (US & Canada) ) aOoa

- T Client Computer Groups

=78 Cliet Computers Current Selected: \HYPERY: 1
4% commyvault a Database Name
hyperv-nodel

S

Version
T o 12,0.2000
7 Fie System [@ Purestorage_Commvault_TestDb e
=5 SQL Server
-5 HYPERY-NODE1
[#-4% hyperv-node2

sqll
Security
& storage Resources
. Deduplication Engines
= Libraries
+ =-f1f pure storage Library
L E:\Library
Locations
[#-#Y Mediahgents
Cﬁ Orphaned Media
. VaultTracker
¢ Policies

+- ¥ Reports
-4} Content Director
-, Workflows

“_ Interactions

[ Agents
Recover AllSelected... | | ewErowse.. |

| commvault - 3290 | 10R2 | admin | 4 |

«y

Figure 75. Selecting the Client Computer and Database Name to begin recovery process.

Once the Recover All Selected button has been clicked that will present the SQL Restore Options dialog.
For this example, a Point-in-time recovery will be performed, notice the Restore Time has automatically
been set. Select Recovery and Unconditionally overwrite existing database or files. The final step to set
this action as a hardware revert is to click the Advanced button.
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General | Job Initiation

General

Destination Server: IHYPERV'NODH

Source Server: HYPERY-NODE1L

Database Name: PureStorage_Commvault_TestDb
Database State: Mormal
estore Time and Time zone

[V] Paint-in-time

9117 1 00PM

Restore Time: IThursday, November S, 20:|| v H

=

Time Zone: I(UTC-OB:OU) Pacific Time {US & Canada)

Recovery Types and Undo Path

® Recovery () Morecovery  ( Stand by

Undo File Path: I

| Browse

Restore Options

3 [v] Unconditionally overwrite existing database or files
[ Preserve Replication Settings

["] Keep Change Data Capture

Database File Name Physical Path

PureStorage_Co... PureStorage_Co... C:\Pure Storage\SQL2014-Data\PureStorage_Co... 4 MB
PureStorage_Co... PureStorage_Co... C:\Pure Storage\SQL2014-Data\PureStorage_Co... 1.25 MB

Size

v

| [>]

Find & Renlace

| £ ok |I CanceI°Advanced

Save As Script || Help I

Figure 76. SQL Restore Options.

Clicking the Advanced button presents the dialog in order to enable the use of hardware revert. Click the
checkbox to enable Use hardware revert capability if available, Figure 77. Important to note that using
this option with Pure Storage FlashArray is available for any backup because of the integration with

FlashRecover Snapshosts.
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Advanced General | Startup | PrefPost | Copy Precedence | Data Path | Ercrvntion | alert | options |

V] Uise hardware revert capability if available

Figure 77. Use hardware revert option.

Once the hardware revert option has been enabled a Warning message will be displayed explaining that
the operation will overwrite the entire disk or volume. Click Yes to continue, then OK for the Advanced
Restore Options and finally OK for the SQL Restore Options dialog to being the restore operation.

Selecting revert will overwrite the entire disk, All existing data will be lost

Do you really want to continue?

Figure 78. Warning message regarding selecting hardware revert option.

After starting the backup navigate to the Job Controller tab to view the running job.
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" reua. a
= Getting Started X o [ Job Controller x r %y Client: hyperv-nodel ( La... X ]
{3 Job Controller

L e At

Y |bo Operation  Client Computer ~ Agent Type  Subclient Phase Storage Policy Mediadgent  Status Progress Errors Delay Reason

Pt ot AT A bt e A o g

Figure 79. Job controller for hardware revert operation.

Once the hardware revert has completed a new inspection of the PureStorage_Commvault_TestDb
database to check the new maximum point-in-time record. Figure 80 shows the newly recovered
database with a PIT in the past.

¢ Original Point-in-Time Record = 2015-11-06 02:20:31.993

¢ Transaction Log Recovered Point-in-Time Record = 2015-11-05 21:46:23.757

"5 b | L Newuery (3R | 4 a@ (9 - - &
2 427 | [ master <|| ¥ Execute b Debug W o 35 =) |37 us|

Obj er Y i ) SQLQueryd.sql - Hy...Administrator (33))* X
Connect~ 3 4 m [ g /****** Script for SelectTopNRows command from SSMS — ******/

[FISELECT MAX(PIT
= [Bl-iyperV-Nodﬂ (SQL Server 12.0.2000 - CSGLABAd FROM Pur('evsv;gra e _Commvault TestDb].[dbo].[PointInTime

= [ Databases

[ System Databases

[ Database Snapshots

=] [] PureStorage_Commvault_TestDb
[ Security
[ Server Objects 100% ~ <
# [ Replication —';—I
[ AlwaysOn High Availability 3 Resuls | Uy Messages
£3 Management [No column name)
# [ Integration Services Catalogs

[ SQL Server Agent (Agent XPs disabled)

2015-11-05 21:16:59.490

@ Query executed successfully, Hyperv-Nodel (12,0 RTM) = CSGLAB\Administrator (53) master  00:00:00 1 rows

Figure 80. Restored point-in-time.
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Summary

The combination of the Commvault IntelliSnap Technology and Pure Storage FlashRecover Snapshot
technology makes for a powerful and flexible backup mechanism for physical or virtualized Microsoft SQL
Server environments. The deployment process of development/test environments and virtual machine/file
backup and recovery is simplified and fully-integrated in Commvault providing a complete enterprise-
class backup solution.
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Creating the API Token for Commvault Administrator (commvault-admin) using Windows PowerShell and
Pure Storage PowerShell SDK:

Script

= Get-Credential e
= New-PfaArray -EndPoint 'csg-fa420-2' -Credentials -IgnoreCertificateError

New-PfaApiToken -Array -User 'commvault-admin'

name api token

2015-10-19T719:53:01Z commvault-admin c42dcdle-f227-68fa-9c42-36cc3231cl28

Retrieving the API Token for Commvault Administrator (commvault-admin) using Windows PowerShell and
Pure Storage PowerShell SDK:

Script

= Get-Credential
= New-PfaArray -EndPoint 'csg-fa420-2' -Credentials -IgnorecCertificateError

Get-PfaApiToken -Array -User 'commvault-admin'

api token

2015-10-19T719:53:01Z commvault-admin c42dcdle-f227-68fa-9c42-36cc3231cl28
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Appendix C — PureStorage_Commvault_TestDb

USE PureStorage Commvault TestDb
GO

IF NOT EXISTS (SELECT name FROM sysobjects WHERE name = 'PointInTime'
AND TYPE ='U")
CREATE TABLE PointInTime (PIT datetime)
WHILE (1 = 1)
BEGIN
INSERT PointInTime SELECT GETDATE ()
WAITFOR DELAY '00:00:001"
END
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